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Quaternionic Local Ranking Binary Pattern:
A Local Descriptor of Color Images

Rushi Lan, Yicong Zhou, Senior Member, IEEE, and Yuan Yan Tang, Fellow, IEEE

Abstract—This paper proposes a local descriptor called
quaternionic local ranking binary pattern (QLRBP) for color
images. Different from traditional descriptors that are extracted
from each color channel separately or from vector representa-
tions, QLRBP works on the quaternionic representation (QR) of
the color image that encodes a color pixel using a quaternion.
QLRBP is able to handle all color channels directly in the
quaternionic domain and include their relations simultaneously.
Applying a Clifford translation to QR of the color image,
QLRBP uses a reference quaternion to rank QRs of two color
pixels, and performs a local binary coding on the phase of the
transformed result to generate local descriptors of the color
image. Experiments demonstrate that the QLRBP outperforms
several state-of-the-art methods.

Index Terms— Quaternionic representation (QR), local
descriptor, local binary pattern (LBP), color image processing.

I. INTRODUCTION

MAGE descriptor is an active research topic in the fields of

image processing, computer vision, and pattern recognition.
A large number of image descriptors have been proposed, from
the earlier Hu’s geometric moment descriptor [1] and Fourier
descriptor [2] to the later wavelet descriptor [3], [4], orthog-
onal moment invariants [5], [6], projection descriptor [7]-[9],
and all kinds of local descriptors [10]-[12]. These descriptors
have been successfully applied to different areas, such as
image retrieval and matching [13], [14], texture classifica-
tion [15], face recognition [16], and many others.

With the rapid development of modern imaging equipment
and devices as well as their applications in our daily life, the
demand of color image descriptors is increasing. To extract
a descriptor from the color image, one strategy is to convert
the color image into the corresponding gray-scale image or
to simply use one color component for further processing.
However, some color information has been ignored. To address
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this problem, another strategy is to extract the descriptor from
each color component of a color image respectively or from
a vector representation of the color image.

Recently, a color image representation, called
quaternionic representation (QR), has received numerous
attentions [17]-[20]. QR encodes all color components of a
pixel using a quaternion number. Compared with the RGB
representation, QR has at least the following advantages:
QR (1) combines all color channels of an image
holistically [19], (2) achieves relatively lower computational
complexity than other vector approaches [21], (3) has an
implementation of vector cross correlation [22], (4) performs
transformations in 3D or 4D space conveniently [23], and
(5) has fruitful quaternion algebra theories which can be used
in color image processing. Owing to these superiors of QR,
it has been applied to many color image processing fields,
like object recognition [24], synthetic-aperture radar (SAR)
image analysis [25], image quality evaluation [26], and image
segmentation [18].

Several image descriptors have been proposed for color
images via QR. Because a quaternion can be considered as
an extension of the complex number, generalizing a complex
number to a quaternion number is a straightforward way
to develop a quaternionic descriptor. Based on this idea,
Chen et al. proposed the quaternionic Zernike moment descrip-
tors which are invariant to translation and rotation trans-
forms [27], [28]. The well-known Fourier-Mellin moment has
also been extended to its quaternionic version [24]. Similar to
the traditional Fourier descriptor, Mennession et al. proposed
a geometric Fourier descriptor for image recognition [29].
Yang and Kamata developed a hypercomplex polar Fourier
descriptor to analyze the color image [30]. Different from
extending a complex number to a quaternion, Xu addressed
the color face recognition problem using a quaternion-based
discriminant analysis method [31].

However, these quaternionic image descriptors are global
features of the color image. That is, they are extracted from the
whole image. These descriptors generally achieved satisfactory
performances when the image is with a rigid transformation
(like translation, rotation, and scaling). But they do not work
well when the image suffers from complicated changes (such
as occlusion, illumination, or view angle variation). In this
situation, more attentions should focus on local information
of the original image.

The local image descriptor, as its name implies, is
extracted from local regions of the image. Compared with
those aforementioned global image descriptors, it is more
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robust to occlusion, illumination, or view angle changes.
Classical local image descriptors include scale-invariant
feature transform (SIFT) [10], gradient location-
orientation histogram (GLOH) [32], speeded up robust
features (SURF) [11], local binary pattern (LBP) [33],
histograms of oriented gradient (HOG) descriptor [34],
GA-SIFT [35], and Weber local descriptor (WLD) [36], [37],
etc. For color images, these descriptors are extracted from
the HSV channels [38], [39], opponent color space, RGB
channels, and filtering domain [40], [41]. Promising results
have been achieved in this field. More details about these
descriptors can be found in [32], [42], and [43].

Although QR has several attractive metrics in color image
processing, to the best of our knowledge, extracting a local
descriptor of a color image directly in the quaternionic domain
has not been addressed yet. Unlike the aforementioned extrac-
tion strategies of local color image descriptors, our efforts in
this work focus on developing the local descriptor using QR.
In this way, the obtained descriptor will not only take the
advantages of QR but also represent robust local characteristics
of the color image.

In this paper, we propose a novel local descriptor, named
quaternionic local ranking binary pattern (QLRBP), for color
images. QLRBP is based on QR of the color image and
treats all color channels in a holistic way. It not only reveals
the stereo characteristics of the original color image but also
possesses robustness to different variations. After analyzing
LBP and its improvements, we come out a new perspective that
these methods can be converted into a scheme of designing a
proper ranking function to determine the ordering between two
pixels. In QLRBP, to propose a quaternionic ranking function,
a Clifford translation of quaternion (CTQ) is applied to QR
of the color image such that the phase of the CTQ result is
able to determine the order of two color pixels and its physical
meaning is easily interpreted. The LBP coding is then applied
to the phase image to obtain a QLRBP coding image, from
which we extract the dense local histograms as the local image
descriptor. Moreover, the properties of CTQ is also deeply
studied. The proposed QLRBP is evaluated by the person
reidentification and face recognition problems. Comparison
results show the effectiveness of QLRBP.

The remaining of this paper is structured as follows. Some
background knowledge is given in Section II. The properties
of CTQ and comparisons with rotation of quaternion (ROQ)
are presented in Section III. Our new understanding of
LBP based methods is given in Section IV. The proposed
QLRBP is introduced detailedly in Section V. Experiments are
provided to evaluate QLRBP in Section VI, and a conclusion
is finally given in Section VII.

II. QUATERNION AND QUATERNIONIC REPRESENTATION

This section presents related background knowledge, includ-
ing quaternion algebra, weighted L phase for quaternions, and
quaternionic representation (QR).

A. Quaternion Algebra

The quaternion, first introduced by Hamilton in 1843 [44],
is a four-dimensional generation of the complex number. It has
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one real part and three imaginary parts. A quaternion ¢ € H
can be represented in a complex form as follows:

G=a+ib+ jc+kd, ()

where a, b, ¢ and d are real numbers, i, j and k are complex
operators, satisfying:

i’=jt =k =ijk=—1.

a is called the real part of a quaternion, and ib + jc + kd is
the imaginary part. Denoting the real and imaginary parts as
S(¢) and V(q) respectively, we have ¢ = S(q) + V(q).

Several properties of complex numbers have been extended
to the quaternion as follows:

o Conjugate: ¢* =a — (ib+ jc + kd);

e A pure quaternion: ¢ = ib + jc + kd,

e Modulus: |§| = \/4¢* = /§7q = va% + b% + 2 + d?;

« A unit quaternion: |¢| = 1;

o Inverse: ¢! = IZ? so that g4~ =1,
e Modulus of multiplication: Vg1,42 € M, [q142] =

1g11142].
As a complex number, a quaternion can also be represented
in the polar form:

g =1gle™ = |g|(cosO + i sind), 2)

where g is a unit pure quaternion. Note that the definition
of four quadrant arctangent is used to calculate & such that
0 <0 < x. fand @ are known as the eigenaxis and phase
(or eigenangle) of the quaternion, which can be obtained by:

V(@)  ib+jc+kd

= = , 3)
: V(DI b2+ 2 +d?
V(4 b2 2 d2
0 = tan~! —| @) = tan™! Vb e+ d” . 4)

S(q) a

Based on the definition and properties of the quaternion,
several operators have been proposed. Two well-known oper-
ators, rotation of quaternion (ROQ) and Clifford translation of
quaternion (CTQ), are briefly introduced in the following.

1) ROQ: Rotation is an important operator of the quater-
nion. Its definition is given as follows.

Definition 1 (Rotation of Quaternion): The rotation of a
quaternion ¢ by a unit quaternion p is defined by:

ROQ(q, p) = pqp™. ®)

After rotation, the real part of ¢ does not change, but its
imaginary part is rotated in a three-dimensional (3D) space.
Besides, the modulus and phase of ROQ(g, p) and ¢ are the
same.

2) CTQ: CTQ is an isometric mapping of a quaternion that
multiplies a quaternion with a unit quaternion. Its definition is
given as follows [45]:

Definition 2 (Clifford Translation of Quaternion): Suppose
q is a quaternion, and p is a unit quaternion. The right and
left Clifford translations of ¢ by p are defined as follows
respectively:

CTQ,(¢, p) = ¢p and CTQ(g, p) = pqg.
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ROQ has been applied to various applications of color image
processing because we can easily perform a transformation to
a color pixel in the color space [45]. Based on ROQ, several
quaternionic distances have been proposed to detect impulse
noise in a color image. However, few attentions have been paid
on CTQ. In this work, we will further study its properties and
use CTQ to derive a novel local descriptor.

B. Weighted L; Phase for Quaternions

The phase, defined in Eq. (4), describes the relationship
between the real and imaginary parts of ¢. The Ly-norm of
imaginary coefficients (b, ¢, d) is used. It is well-known that
the Li-norm has been widely applied to many applications
because of its simplicity and robustness to outliers and small
noise. In this work, we extend the original phase using
Li-norm and propose a novel weighted L; phase for ¢ as
follows:

_, a1lb| + azlc| + asld| L e'B
an = tan _—
a a

o=t

, (6

where w = (ap, ay, a3)T denotes the weight vector, and
B = (bl,lcl,1d)T. If @ = (1,1, )T, @' B is the Li-norm
of (b, c,d). There are at least two advantages to introduce
in Eq. (6). First, it can be used to accommodate the importance
of a specific imaginary component. Second, we can change the
value range of J by choosing a proper .

C. OR of Color Image

In literature, the imaginary part of a quaternion is used to
represent a color pixel in an image, namely

g =ir+ jg+kb, )

where r, g, and b are the red, green, and blue components of a
color pixel respectively. QR of a color image in Eq. (7) gives
a one-to-one mapping between the quaternionic space and
RGB color space. Therefore, quaternionic operators, including
modulus, phase, ROQ and CTQ, are able to process the color
image in a holistic way.

III. ANALYSIS OF CTQ

A remarkable feature of CTQ is that the distance between a
quaternion and its CTQ one is the same for every quaternion.
That is, |¢g — CTQ(q, p)| is fixed for each ¢ € H. In this
section, we deeply study the properties of CTQ and then
compare it with ROQ.

A. Properties of CTQ

Based on the definition of CTQ and properties of
the quaternion, we can derive the following properties
of CTQ. The proofs of these properties are presented
in Appendix.

Property 1: CTQ does not change the modulus of the
quaternion, namely

ICTQ, (¢, p)I = ICTQ(q, p)I = |4 ®)
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TABLE I
COMPARISON OF ROQ AND CTQ

ROQ CTQ
Real Part Invariant Changed
Imaginary Part Changed Changed
Modulus Invariant Invariant
Phase Invariant Changed

Property 2: CTQ does not satisfy the noncomutativity of
multiplication, that is, CTQ, (¢, p) is not equal to CTQ;(qg, p),
but their phases are the same, namely

OctQ, 4, p) = OcTQ,d.p)- C))

For simplicity, we use 0ctq(g,p) to represent the phase of
the right or left CTQ of g by p in the rest of this paper.

Property 3: The rotation of a quaternion g along with
another unit quaternion p can be obtained by a combination
of left and right CTQs of ¢ and p as follows:

ROQ(q, p) = CTQ,(CTQ,(¢, p), p)
Property 4: If ¢ and p are pure quaternions, the right CTQ

of ¢ by p is equivalent to its conjugate of the left CTQ,
namely

(10)

CTQ, (¢, p) = CTQ(4, p)*. an

Property 5: If ¢ and p are both pure quaternions, the
weighted L phases of CTQ,(q, p) and CTQ,(g, p) are the
same, namely

9CTQ, (¢,5) = OCTQ(4, p)- 12)

B. ROQ Versus CTQ

As aforementioned, both ROQ and CTQ are transformations
of a quaternion. They are related to each other but not exactly
the same. Table I compares them from the following aspects:
real part, imaginary part, modulus, and phase. ROQ and CTQ
change the imaginary part of a quaternion while keeping the
modulus invariant. On the other hand, CTQ changes the real
part and phase of a quaternion, but ROQ does not.

IV. RANKING BASED LBPs

In this section, we introduce our new understanding of LBP-
based methods from the perspective of ranking. To begin with,
the definition of basic LBP is presented.

A. Local Binary Pattern (LBP)

Local binary pattern (LBP), first proposed by
Ojala er al. [33], is a simple but efficient tool to describe
local information within an image. The local differences in
an image can be decomposed into two parts: the sign and
magnitude [15]. The traditional LBP makes use of the sign
part to code the local pattern as an 8-digit binary number.
It is usually converted to a decimal number for convenience.
Let x, be the center pixel of a 3 x 3 block S, within
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a grayscale image, the LBP coding is obtained by comparing
X, with its surrounding pixels as follows:

[Sm|—1
I, t>0.
LBP,, = > h(x —xm)2", h(t):[ ! (13)

= 0, t <O.

where |S,,| is the number of elements in S,. A histogram
can be computed over an image cell and used as features of
the image. LBP has been successfully adapted to numerous
applications, like texture classification, face recognition, and
shape localization.

B. Ranking Based LBPs

Observing Eq. (13), we can find that 1 and O can be con-
sidered as a simple ordering relationship between x,, and x,,.
1 means that x,, is in front of x,,, otherwise x, is behind x,,.
This ordering relationship is determined by a combination of
Xpn — X, and h(t).

In Eq. (13), x, — x;, can be considered as a mapping of
Xm and x,. To extend x, — x,, into a more general form
and to mathematically describe their ordering relationship, we
introduce a ranking function of x,, and x, as following:

R(Xpm, xpn) = f(xm,x0) = T,

where R(x,,x,) is a ranking function and gives an exact
ordering relationship. If x, is ranked higher than x,,
R(xy, xpn) = 0, else R(xp, xn) < 0. f(xm,x,) is a mapping
function of x,, and x,, and T is a threshold. Then Eq. (13)
turns to

(14)

1, if R(xpm,xn) =0,

. (15)
0, if R(xy,x,) <O.

ﬁ(xm,xn) = [

Now we are able to analyze LBP and several its improve-
ments from the viewpoint of ranking. In LBP, we have

RLBp(Xm, Xn) = Xn — Xm. (16)
The completed LBP (CLBP) encodes the magnitude of

Xn — Xm [15]. Its corresponding ranking function is:

Rciep (X, Xp) = |xXp — Xm| —c, (17

where ¢ is the mean value of |x, — x,,| for the whole image.
Similarly, we can also derive the ranking function for the
well-known local ternary pattern (LTP) [46]. LTP can be split
into the upper LBP (ULBP) and lower LBP (LLBP). Their
corresponding ranking functions are:

(18)
19)

RULBP(xm, Xp) = Xp — Xm — C1,
RLLBP(xm; Xp) = Xm — Xp — €2,

where ¢ and ¢; are two given thresholds.

The aforementioned LBP, CLBP, ULBP and LLBP were
proposed for gray-scale images. Considering color images,
Lee et al. proposed a local color vector binary
pattern (LCVBP) for color face recognition [16]. Let
Xm = (Fm, gm, bw)T and x, = (ru, gn, bu)T be two color
pixels. The corresponding ranking functions for LCVBP are:

Recvep, (Xm, xn) = \/r,% +gr+ b}~ \/r,%, +gm + b5, (20)

14 T
Ricvep, (m, Xy) = tan ' - —tan™! - 21

bn bm.
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'y

In Eq. (21), Z—”’L and 3~
channels.

Observing Egs. (16) to (21), LBP-based methods have
different ranking functions that determine the performances of
these methods. Different ranking functions are able to exhibit
local information of an image from various perspectives. For
example, Eq. (16) ranks x,, and x, directly by their difference,
while Eq. (18) makes an improvement by translating their
difference with ¢ to obtain another coding result. Therefore,
we can improve LBP-based methods by designing a better
ranking function R(x,, x,).

can be replaced by other color

V. QUATERNIONIC LOCAL RANKING BINARY PATTERN

This section introduces QLRBP as a new local descriptor
in detail. As aforementioned, the key step in the LBP-based
method is to design a proper ranking function. Therefore, we
first discuss the ranking of two quaternions.

A. Direct Ranking of Two Quaternions

Suppose ¢, and g, are QRs of two pixels in a color image.
An intuitive way is to use the modulus of the difference
between ¢, and ¢, to build their ranking function, namely

Rwm, (Gm> gn) = gn — gl — T. (22)

Because |g, — gm| = 0, it is difficult to find an appropriate
threshold T to determine the ranking of two quaternions.

Rewriting Eq. (22), we can obtain another version of
Rwm, (g, gn) to compare the modulus of two quaternions as
follows:

Rz, (G Gn) = 1dn] — |gm].- (23)

According to the definition of the quaternion’s modulus, | g, |
and |g,,| are the magnitudes of two pixels in the color space.
Therefore, Eq. (23) is a measure of the difference between ¢,
and ¢y, in the color space. Thus, it can be applied to rank them.
Actually, Eq. (23) is equivalent to Eq. (20) used in LCVBP.
But Rwm, (G, gn) in Eq. (23) lacks of the discriminative ability.
For example, when ¢ =i, g2 = j, g3 = k, we have

Rm, (41, ¢2) = Rm, (41, G3) = Rm,(G2,43) =0.  (24)

We cannot make any ranking decision for ¢j, ¢2, and g3 when
considering only the difference of their moduli.

Apart from the modulus, the phase of the quaternion can
also be used to derive the ranking function because it reveals
the relationship between the real and imaginary parts of a
quaternion. However, if we apply QR of a color image as
shown in Eq. (7), the phase will be equal to % for all pixels.
To avoid this problem, QR could be proposed in other ways,
such as r +ig + jb, but this also lacks of the discriminative
ability.

B. Quaternionic Ranking With CTQ

From above analysis, it is difficult to derive an appropriate
ranking function when directly considering the modulus or
phase of a quaternion. In order to overcome this obstacle, we
introduce a third quaternion, named the reference quaternion,
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‘ CTQ with [51 "’{Phase Image]J"‘QLRBP Coding}—)[ Histogram 111

Quaternionic . . . Local QLRBP .
[Color Image H Representation CTQ with p, }—) Phase Image]zFlQLRBP Codmg}—> Histogram 1, 1 Descriptor }-)‘ Classifier
CTQ with f Phase Image I, || QLRBP Codin Local
Qwith Ps aseimagef, 9 Histogramh3
Fig. 1. The framework of QLRBP.
i+j+k

to perform a transformation to two quaternions, and then rank
them according to their new phases or moduli. There are at
least two advantages using a reference quaternion:

1) We can obtain an explicit ranking decision for two
quaternions transformed by a given reference quater-
nion;

2) Changing the reference quaternion yields a different
ranking decision.

Because rotation is a commonly used operator for color
image processing, we can rotate two quaternions towards
the reference quaternion. However, it cannot achieve above
purposes because the modulus and phase of a quaternion keep
the same after rotation. Therefore, we need to find another
proper operator to rank two quaternions. Here, we propose
to rank two quaternions using CTQ. Because CTQ keeps the
modulus of the quaternion unchanged (See Table I), the phase
of CTQ is then used to rank the quaternions.

Without loss of generality, let § = ir+jg+kband p = ir'+
jg'+kb', wherer,r’, g, g, b,and b’ are intensity values of the
red, green, and blue components respectively, and the reference
quaternion p is a unit pure quaternion. From Property 2 of
CTQ given in Section III-A, the phases of left and right CTQs
of a quaternion are equal. Therefore, the right CTQ of ¢ by
p is used as an example here.

CTQ,(q, p) = (ir + jg +kb)(ir' + jg' +kb')
= —(rr' +gg' +bb') +i(gh' — bg")

+jbr —rb) +k(rg’ — gr)). (25)
Then the phase of CTQ,(q, p) is
b/_b/z br’ — b/z ! __ 72
0 — tan-1 YO b8+ br'—rb)2 + (rg'—gr)?

—(rr’+ g8’ + bb))
Observing the denominator of Eq. (26), we can find that it
is actually the inner product of two vectors, (r, g, b)” and
(', ¢, )T, which are the color components of two pixels.
If the quaternion ¢ is close to the reference one p, their inner
product will be large. On the other hand, the numerator of
Eq. (26) contains three parts, each of which is the difference
of cross multiplications of two components of ¢ and p. As a
result, if ¢ and p are similar to each other, the phase of
CTQ, (¢, p) will be large and can be regarded as a measure
of the similarity of two quaternions. This similarity contains a
specific characteristic of ¢, and it is determined by p. It is
possible to obtain a certain shape or region whose major
color component is close to p. For instance, if p is set to i,
the proportion of red component of ¢ is extracted. Similarly,
the luminance feature of the image can be emphasized by

choosing the gray axis of RGB space 58 the reference
quaternion [19].

From Eq. (26) we can see that the difference of cross
multiplications of two components of ¢ and p is set to
the same weight. Actually, different color channels of the
color image contain various visual information, and should be
handled on its merits. For example, when converting a color
image into a gray-scale image, we give different weights to the
red, green, and blue components. To adaptively accommodate
the importance of specific components, the weighted L phase
defined in Eq. (6) is used here:

_yo1lgh’' = bg'| + azlbr'—rb'| + as|rg’ — gr'|
" (7' + g8+ bb) |

The above equation is a weighted version of Eq. (26).
By setting aj,02 and a3 with different values, the
differences of corresponding color components can be
highlighted.

Now, to rank two quaternions ¢, and ¢, we first perform a
CTQ to them by a given reference pi, and then make a ranking
decision according to the phase given in Eq. (27) of two CTQ
quaternions. The ranking function can be expressed as

o=t

27)

RQLRBP(Gm> Gn) = OCTQ(4. p1) — OCTQ(Gum. p1)- (28)

From Section III-B, choosing another reference quaternion
will change the value of dctqg,, 5;)- As a result, it is possible
to achieve different ranking results of g,, and g, using different
reference quaternions. This may help to understand the content
of an image from different perspectives.

Based on the quaternionic ranking introduced here, we can
obtain the framework of QLRBP as illustrated in Fig. 1.
CTQ is performed to QR of a color image with different
reference quaternions p; (t = 1,2, 3), then the phase images
are calculated to rank neighboring pixels. The following
subsections will introduce the remaining steps to derive the
QLRBP descriptor.

C. QLRBP Coding

Based on QR and the ranking function in Eq. (28), we
can derive the definition of the QLRBP coding. Consider-
ing an image pixel g, centered in a 3 x 3 block S, and
a specified reference quaternion pj, the QLRBP coding is
calculated by:

[Sm]—1

QLRBP; = Z h(RQLRBP (Gm> 4n))2",
n=0

(29)
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0.1558 0.9975 0.8838 0.1558/ + +0.9711 -0.6074 - 0.3290/ +0.8332; - 0.5742

09318 | 04889 | 0691 0.9975/ + +0.9308 -1.1279 - 0.3812/ + 0.6746/ +0.2270

0.9398 0.5037 0.1230

0.8838/ + +0.3768) -1.2203 - 0.0433/ +0.2028; - 0.3614

0.9318/ + +0.8787, -1.3179 - 0.2745/ +0.6383/ - 0.3043)

—>| 0.4889/ + +0.0570; =>| -0.8252 +0.1002/ - 0.0213/ - 0.5383

0.6941/ + +0.1291) -1.0771 +0.0875/ +0.0123/ - 0.5649.

oot | oms0s | osres 0.93981 + +0.4257 -1.1948 +0.0920/ +0.2378 - 0.1752

0.8787 0.0570 0.1291 0.5037/ + +0.7208 -0.6875 - 0.2786/ + 0.5617/ - 0.0449

0.4257 0.7208 0.2908 0.1230/ + +0.2908)

() (b) (c)
¥

22921

-0.3404 - 0.0688/ +0.2383; - 0.3167)

1.9073 2.6796 0 0 1

2.3960 2.4672 2.5887
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() (e) ®

Fig. 2. Example of QLRBP coding. (a) The input 3 x 3 image patches for
red, green, and blue channels respectively. (b) The QRs of all color pixels.
(c) The CTQ results of all pixels. The reference quaternion p = 0.8815i +
0.4489;j + 0.1463k. (d) The weighted L phases of the CTQ results in (c).
All weights are set to 1. (e) The ranking results between the center pixel and
its surrounding ones. (f) The binary string obtained from the ranking results.

where |S;,| is the number of elements in S,, A(-) and
RQLrBP(Gm, gn) are defined in Eqgs. (13) and (28), respectively.
Fig. 2 presents an illustrative example to show the detailed
implementation of QLRBP in a local region of a color image.

A grayscale image can be obtained from Eq. (29). Its
contents are dependent on RQLRBP({m,qn) directly. If we
use another reference quaternion, this grayscale image will
be changed because the value of RQLrBP(Gm, §n) may differ.
To extract comprehensive information from the original image,
a number of reference quaternions {pi, p2,---, pr} are uti-
lized to perform QLRBP coding, and then concatenating these
QLRBP features generates the final descriptors.

D. Feature Representation Using QLRBP

Similar to most LBP-based methods, the histogram of the
QLRBP coding image is used as features for recognition.
In order to obtain more robust features against variations of
illumination, view angle, pose, and occlusion, the histogram
is extracted from overlapping cells like other dense local
descriptors. The centers of all cells are uniformly distributed
within the image. A normalization is then performed to the
histograms of all cells. Finally, concatenating the normalized
histograms generates the QLRBP feature representation of the
original color image. The detailed steps of the QLRBP feature
extraction are given in Algorithm 1.

E. Reference Quaternion Selection Methods

In QLRBP, we rank the center quaternion and its surround-
ing ones. Different reference quaternions will yield different
ranking results. Here, we discuss how to find an appropriate
reference quaternion for QLRBP.

It is unnecessary to use a large number of reference
quaternions for the QLRBP coding. The reason mainly lies
in that, if two reference quaternions are close, their coding
results will be similar. Moreover, a large number of reference
quaternions will result in great redundancy between the coding
results. Thus, the selected reference quaternions should obtain

571

Algorithm 1 QLRBP Feature Extraction

Input: The color image I, a reference quaternion set
{p1,p2,- -+ ,pL}, and the sidelength of the local cell d.

o Step 1: Represent all pixels of I using Eq. (2). Denote the
quaternionic image as Q1.
o Step 2: Fori=1to L, do

(a) Perform CTQ to all elements of (Q; by p;, then
calculate the phase image of the Clifford translated
image CTQ(Q1r,p:) according to Eq. (27).

(b) Perform the QLRBP coding according to Egs. (28) and
(29).

(c) Divide the QLRBP coding image into several overlap-
ping cells according to the sidelength d.

(d) Calculate the normalized histogram of each cell. List
all histograms together to achieve a feature vector f;.

Output: The QLRBP feature vector of I: {f1, f2,-- -, fr}.

different coding results while being uncorrelated with each
other. Because a color image has three color channels, we
select three reference quaternions for QLRBP.

As aforementioned, the phase of the CTQ result can be used
to describe the similarity between QR of the color pixel and a
reference quaternion. From the perspective of feature extrac-
tion, the reference quaternions should be representative ones
to show the color distribution of an image, and be distinctive
from each other. Each reference quaternion can be considered
as a codeword here, and all of them form a codebook. Inspired
by existing codeword generation methods [47], [48], we design
reference quaternions in two manners: learning-based and
hand-crafted methods.

Learning-based methods apply the data clustering algo-
rithms to find three clusters from the original image, and
choose these clusters as reference quaternions. The clusters
derived by different methods reveal the color distribution of an
image from different aspects. Following this idea, we develop
following ways to derive reference quaternions:

1) Encode a color image using the vector representation,
and apply the K-means algorithm to find clusters as the
reference quaternions.

2) Based on QR of the color image, utilize the binary
quaternion-moment-preserving (BQMP) thresholding
technique [18] to find three representative quaternions
as the reference quaternions.

The first scheme searches the clusters in a 3D vector space,
while the latter one works in the quaternionic domain. They
both determine the reference quaternions according to image
contents. The obtained reference quaternions will adaptively
change with different images.

Although the learning-based methods have several advan-
tages, they usually have high computation complexity. Here
we also develop hand-crafted reference quaternions to achieve
higher efficiency. The complex operators, i, j, and k, play key
roles in the quaternion space because any pure quaternion
can be represented by their linear combinations. However,
if we select the reference quaternion with only one complex
operator, namely two elements of (+/, g/, b’) in Eq. (27) are set
to zero, relationships between color channels will be ignored.
Therefore, we apply small random movements to the complex
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operators as follows:

i I —eqq €12 €13 i
Jj1] = €1 I —ex €3 jl]. G0
ki €31 €32 1 —e33 k

where random number ¢,, € [0,0.1], {i1, ji1,k1} are small
variants of {i, j, k}. Their directions are almost orthogonal
to each other in the 3D space. Although ¢,, is set to a
small value, it helps to preserve interactions between color
channels. In the coming section, we will carry out experiments
to evaluate these proposed reference quaternions.

F. Discussion

In this section, we have detailedly introduced our QLRBP.
Compared with several existing LBP-based approaches which
process all color channels individually, the proposed QLRBP
has the following advantages.

1) QLRBP is based on QR of the color image. The red,
green, and blue components are three basic attributions
of a color image. It is possible to obtain more robust fea-
tures by considering the relations between different color
channels [16]. Encoding all color channels together,
QR offers a flexible way to handle them at the same
time. Several quaternionic operators can be used to
analyze the color image in the quaternionic space. There-
fore, the relations between different color channels are
considered and rich information can be extracted from
the original color image.

2) CTQ is used in QLRBP. Finding a proper operator for
QR of the color image is a key problem. As a normal
operator in quaternion algebra, CTQ is the first time to
be applied for color image processing. Each portion of
the CTQ result has its specific meaning in the original
color space, i.e. the real part describes the similarity of
all color channels of two pixels, while the imaginary
part consists of the differences between two different
color channels (see Eq. (25)). Applying CTQ to the color
image with different quaternions, the obtained features
will differ.

3) Observing the procedures of QLRBP and LCVBP,
we can find that they both consider the relationships
between color channels rather than handling each chan-
nel individually. However, QLRBP achieves more supe-
riorities than LCVBP. First, LCVBP considers only
two color channels, while QLRBP takes all three color
channels into account at one time. Second, LCVBP
utilizes two color channels in a straightforward manner.
However, QLRBP introduces a reference quaternion and
describes the relationships of all three color channels
with respect to the reference quaternion. This provides
users the flexibility of obtaining different characteristics
of the color image by choosing the corresponding ref-
erence quaternion. Third, QLRBP considers more com-
prehensive relationships of color channels than LCVBP.
Eq. (21) indicates that the ratio of two color channels is
directly used to derive LCVBP. As shown in Eq. (27),
QLRBP uses the color channel differences and the
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similarity between the color pixel and the reference
quaternion.
Due to the above superiorities, QLRBP is able to extract
more discriminative information of the color image than
several existing LBP-based methods.

VI. EXPERIMENTAL RESULTS

This section provides several experimental results to demon-
strate the effectiveness of the proposed QLRBP. After selecting
proper parameters for QLRBP, we evaluate QLRBP using
two challenging problems, person reidentification and face
recognition.

A. Parameter Selection

QLRBP has two types of parameters: reference quaternions
and weights to calculate the phase. We first study the perfor-
mances of different reference quaternions using fixed weights.
Once the optimal reference quaternions are chosen, the effects
of various weights will be investigated.

1) Selection of Reference Quaternions: Four generation
schemes of reference quaternions have been introduced in
Section V-E, i.e. two learning-based methods, {i, j, k}, and
{i1, j1,k1}. Denote these reference quaternions as ReQ,
ReQ,, ReQ; and ReQy, and their corresponding descriptors
as QLRBP;, QLRBP,, QLRBP;, and QLRBP, respectively.
In this paper, ReQy is selected as: i1 = 0.9922i + 0.0857; +
0.0907k, ji = 0.0912i 4+ 0.9908; + 0.0999k, and ki =
0.0852i +0.0855+0.9927k. We evaluate the performances of
these reference quaternions by setting the weights to {1, 1, 1}.

The first image in Fig. 6 is used as an example to show
the effectiveness of different reference quaternions. After QR,
we perform CTQ using four reference quaternions, compute
their phases using Eq. (27), and apply the QLRBP coding
to them respectively. The results are shown in Fig. 3, in
which the images in each row represent the results of one
reference quaternion. The first three images in each row are
phase images while the remaining three images are the QLRBP
coding images. Observing the phase images in Fig. 3, we can
find that there is a shape of the person in each phase image.
The phase images are similar to each other if they are obtained
by the same reference quaternion, e.g. three phase images
obtained by ReQ); in the first row in Fig. 3. However, the phase
images obtained by different methods look different. As a
result, different reference quaternions yield different phase
images. Different color features of the original image can be
used to describe the local information of a color image.

Fig. 3 also shows the QLRBP coding images using different
reference quaternions, but we cannot obtain any visual features
from them. Instead, we analyze the QLRBP coding images in a
quantitive way. Inspired by the Fisher’s linear discriminant, we
hope the proposed descriptors, derived from different reference
quaternions, have large similarity within the same class and
little similarity between different classes. To evaluate the
proposed descriptors from this view-point, we calculate the
similarity of the person images within and between classes.
Two datasets of person images, i.e. ETHZ' [49] and i-LIDS

1 http://www.umiacs.umd.edu/~schwartz/datasets.html.



LAN et al.: QLRBP: A LOCAL DESCRIPTOR OF COLOR IMAGES

Fig. 3. Phase images and their corresponding QLRBP coding results of
the first image in Fig. 6 using different reference quaternions. The Ist - 4th
rows show the results using ReQp, ReQ,, ReQ3 and ReQq, respectively.
In each row, the first three images are phase images and other three are the
QLRBP coding results.

TABLE II

AVERAGE SIMILARITIES OF THE QLRBP FEATURES DERIVED
BY DIFFERENT REFERENCE QUATERNIONS

QLRBP, | QLRBP, | QLRBP, | QLRBP,
To 0.7434 | 0.7191 | 0.7441 | 0.7463
T, 0.6571 | 0.6320 | 0.6366 | 0.6369
Tw/Yy | 11313 | 1.1378 | 1.1689 | 11720

Multiple-Camera Tracking Scenario (MCTS),2 [50], [51] are
used in our experiments. There are a total of 265 persons and
9031 images. The correlation coefficient is used to describe the
similarity between two descriptors. Table II gives the average
similarities of the images within the same class and between
different classes which are denoted as Y, and Y. The ratios
of two similarities are also given.

From Table II, we can find that QLRBP, has the best within-
class similarity, while QLRBP, has the worst one. The within-
class similarities of QLRBP; and QLRBP, are higher than
those of QLRBP; and QLRBP,. These results demonstrate that
the fixed reference quaternions can achieve a higher similarity
in within-class. On the other hand, considering the similar-
ity between-classes, the results of QLRBP; and QLRBP,
are similar, and QLRBP, achieves the best result. QLRBP;
and QLRBP, are based on adaptive reference quaternions.

2http://wwwleecs.qmul.ac.uk/~jason/
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Fig. 4. Phase histograms derived by different phases of quaternions,
including the original phase in Eq. (4) and the weighted L1 phase in Eq. (6).
The weights are set as follows: @ = {1, 1,1}, wp = {0.4,0.5,0.6}, and
w3 = {1.3, 1.4, 1.5}, respectively.

The reference quaternions of QLRBP; are derived using the
vector representation of the image, while those of QLRBP, are
obtained by QR. Compared with QLRBP,, QLRBP; works
better in within-class similarity, but worse in between-class
similarity. Considering two similarities together, namely their
ratios, the performances of QLRBP; and QLRBP, are almost
the same.

The results also show that QLRBP; and QLRBP,, which are
derived using the fixed and orthogonal reference quaternions,
achieve better performance than QLRBP; and QLRBP,. The
reason lies in that ReQ; and ReQ, are both clusters of
the original color image and may be close to each other
in the color space. Their features may contain redundant
information. This problem can be solved by considering fixed
and orthogonal reference quaternions. Because ReQ, considers
more information among color channels than ReQ3;, QLRBP,
obtains the most satisfactory performance. Therefore, ReQy is
used in the following experiments.

2) Weight Selection: We first study how @ effects the value
of 0. To this end, the phase histograms of images in the two
person image sets (ETHZ and i-LIDS MCTS) are used to
show the distribution of J with different @. We first perform
CTQ to each image using a random unit quaternion, then
compute the phase based on Egs. (4) and (6). The weights
in Eq. (6) are set to w1 = {1, 1, 1}, @y = {0.4,0.5,0.6}, and
w3 = {1.3, 1.4, 1.5}, respectively. The average histogram of all
images for each w is calculated and plotted in Fig. 4. We can
observe that most values of ¢ fall into [Z, 7 ]. The histogram
with a large @ has a scattered distribution, while the histogram
with a small @ has a concentrated distribution. Therefore, we
can change the value range of J by selecting a proper .

Next, we investigate the QLRBP coding results using
different weights. The reference quaternions are chosen as
ReQ4 because it achieves the best results with the same
weights. The datasets are the same as the previous exper-
iments, and the ratio of Y,/Y, is used to evaluate the
performance of each weight combination. If we set the weights
to {1, 1, 1}, the ratio is 1.1720, while the ratio is 1.1718 if we
use the original phase in Eq. (4). These results indicate that the
use of Li-norm can improve the performance of the original
Lr-norm. In this work, we empirically set the weights
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Fig. 5. The similarity ratios of the images within the same class and between
different classes using different weight settings.

Fig. 6. Person image examples with appearance changes.

as follows: {0.1,0.2,0.3}, {0.2,0.3,0.4},---,{1.2,1.3, 1.4}.
In total, 12 sets of weights are tested here. The results are
illustrated in Fig. 5. We can find that QLRBP with small
weights performs better than those with large weight values.
The results in Fig. 5 also show that the setting {0.4, 0.5, 0.6}
achieves the best result, and it is used in following experi-
ments.

B. Person Reidentification

Person reidentificaiton is to identify the persons observed in
nonoverlapping visual surveillance systems. It is a challenging
task and many problems still remain unsolved. The main
reason may lie in that there usually exists a great variance
of a person’s appearance in the images obtained by different
nonoverlapping cameras. Fig. 6 shows several images captured
from real complex environments. Images in each column con-
tain the same person. However, it is difficult to decide whether
two images are with the same person due to the synthetic
effects of the view angle, lighting, occlusion, and background
clutter, etc. Many local descriptors have been used for person
reidentification such as the dense LBP, HOG descriptors, and
dense Gabor features. Here, we evaluate QLRBP using this
challenging problem. Two datasets ETHZ and i-LIDS MCTS
are selected for evaluation. All images are normalized to the
size of 128 x 64 before extracting the descriptors.

The proposed QLRBP is compared with several
LBP-based descriptors and other local descriptors. They
include the traditional LBP [33], robust LBP (RLBP) [52],
completed LBP (CLBP) [15], upper LBP (ULBP) [46],
lower LBP (LLBP) [46], and local color vector binary
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pattern (LCVBP) [16]. For LBP, RLBP, CLBP, LLBP, and
ULBP, the descriptors are extracted from the red, green,
and blue components respectively. The LCVBP descriptor
is derived from the vector representation. The histograms
of oriented gradient (HOG) descriptor [34] and Zheng’s
method [53] are also considered in our experiments. The
HOG descriptor is extracted from all color channels. The
Zheng’s method extracts features from both the color and
texture information of the original images, and the obtained
features are available online.3

Experiments are set in the following way [53]: all images
of N persons are randomly chosen from the original dataset to
form a test set, which is further divided into a gallery set and a
probe set. Note that there is one image for each person in the
gallery set, and the rest images form the probe set. Two images
are considered to be the same person if their descriptors have
the smallest /;-norm distance [54]. The average cumulative
match characteristic (CMC) [53] is used to illustrate the
ranked matching rates over 10 times of the repeated matching.
A matching rate of the top rank score r means that the correct
reidentification is obtained from the top r ranks with respect
to N gallery images.

1) i-LIDS MCTS Dataset: The i-LIDS MCTS dataset was
obtained indoor at an airport arrival hall. This dataset is
composed of 476 images and 119 persons. These images are
captured by multiple nonoverlapping cameras for each person.

Fig. 7 shows the CMC curves of N = 30,60,90 with
different rank scores for all methods respectively. The quanti-
tative results with the corresponding person numbers are given
in Table III. For the results of N = 30, when r equals to 1,
QLRBP, LCVBP, and HOG obtain more satisfactory matching
results. QLRBP outperforms LCVBP and HOG about 3%,
while the Zheng’s method gets the worst results. As the
top rank score increases, the matching rate of all methods
increases. The proposed QLRBP is superior to other methods.
For the largest top rank score (r = 20, 25), the differences of
the matching rates of all methods are small. When the numbers
of persons in the test set are 60 and 90, the results are different
from those of N = 30. From the results in Fig. 7, we find that
there are several layers in Figs. 7(b) and (c¢). QLRBP and
LCVBP are on the topside, HOG, CLBP, LBP, LLBP, and
ULBP are in the center layer, and the rest methods are the
bottom layer. In most cases, QLRBP is about 2% higher than
LCVBP.

2) ETHZ Dataset: This dataset contains three parts which
are extracted from three video sequences. The numbers of
persons in each part are 83, 35, 28, and the total num-
bers of images are 4857, 1961, 1762, respectively. Our
experiments are implemented on the first part (denoted as
ETHZI) and a combination of other two parts (denoted as
ETHZ2 4 ETHZ3). Figs. 8(a) and (b) show the CMC curves
of N = 30 and N =60 with different rank scores for
ETHZI, and Figs. 8(c) and (d) are corresponding results
for ETHZ2+ ETHZ3. The quantitative results with the
corresponding person numbers are given in Table IV. In this
situation, QLRBP and LCVBP are still in a leading space and

3 http://www.eecs.qmul.ac.uk/~jason/ilids.html.
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Fig. 7. CMC results of different feature extraction methods on the i-LIDS MCTS. (a) N = 30. (b) N = 60. (c) N =90.
TABLE III
ToP RANKED MATCHING RATE (PERCENT) ON i-LIDS MCTS
Methods N = 30 N =60 N =90
r=1 r=5 | r=10 | r=15 | r=20 r=1 r=5 | r=10 | r=15 | r=20 || r=1 r=5 | r=10 | r=15 | r=20
LBP 30.83 | 55.52 | 69.35 | 83.26 | 92.21 || 23.98 | 44.45 | 57.02 | 64.69 | 73.45 || 22.13 | 40.25 | 49.97 | 57.74 | 63.71
RLBP | 27.31|50.16 | 65.22 | 77.62 | 87.26 || 19.97 | 36.88 | 51.27 | 59.97 | 66.72 || 17.23 | 33.00 | 42.81 | 51.19 | 57.02
CLBP | 27.60 | 54.31 | 72.12 | 83.32 | 90.06 || 21.47 | 43.79 | 56.16 | 64.61 | 71.65 || 18.13 | 38.00 | 49.81 | 58.38 | 63.43
LLBP | 31.68 | 54.77 | 71.01 | 81.19 | 88.61 || 26.04 | 45.11 | 57.20 | 64.24 | 70.83 || 24.63 | 40.84 | 50.95 | 58.54 | 63.11
ULBP | 30.97 | 52.97 | 70.40 | 80.90 | 90.11 || 25.62 | 43.57 | 54.84 | 63.78 | 72.02 || 23.41 | 38.29 | 47.89 | 55.96 | 62.34
LCVBP | 33.56 | 58.31 | 72.11 | 84.13 | 92.33 || 27.63 | 47.97 | 60.62 | 68.06 | 74.25 || 25.66 | 42.18 | 54.01 | 61.38 | 66.75
HOG |32.23|54.05|67.82|79.11 | 87.72 || 26.51 | 44.85 | 55.33 | 62.67 | 67.47 || 23.23 | 38.32 | 48.75 | 54.77 | 59.93
Zheng’s | 25.60 | 54.70 | 70.96 | 81.54 | 90.61 || 16.65 | 37.32 | 52.87 | 63.91 | 69.90 || 14.41 | 32.24 | 44.14 | 53.73 | 60.35
QLRBP | 36.09 | 61.13 | 76.21 | 87.05 | 93.40 || 29.82 | 49.93 | 61.78 | 69.61 | 76.31 || 26.45 | 44.69 | 55.23 | 62.65 | 68.95
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Fig. 8. CMC results of different feature extraction methods on the ETHZ.
(a) and (b) are results of ETHZ1, and (c) and (d) are results of ETHZ2 +
ETHZ3.

achieve more satisfactory results. LLBP and RLBP may not be
suitable for the ETHZ datase because their matching rates are
much lower than those of other methods. Generally speaking,
QLRBP performs slightly better than LCVBP in most cases.

C. Color Face Recognition

Face recognition is one successful and popular applica-
tion for the LBP-based descriptors. Here, we experimentally
evaluate the proposed QLRBP wusing the color face

recognition problem. We use three public color face data-
bases, namely NUST Real-world face recognition (RWFR)
database,* AR database [55], [56], and SCface database [57].
NUST RWEFR contains the color face images of 100 persons
and 24 images for each person. In RWFR, the images for
each person can be divided into two sections. The first section
contains 12 images with high quality, while the rest images
are acquired under poor conditions (like low contrast, blur, or
shadow). The cropped AR face database includes 2600 color
images corresponding to 50 men and 50 women, and the
images for each person contain large varieties of facial expres-
sions, illumination, and occlusion. SCface database consists of
4160 static face images of 130 subjects, and these images
were taken in uncontrolled environments by several video
surveillance cameras of various qualities. 2080 images are
selected from the whole database to evaluate the performance
of QLRBP against low resolution as in [16] and [57].

The face recognition here is also implemented as the person
reidentification problem. The LBP-based methods used in
Section VI-B are also selected for comparison here. Table V
shows the results of all methods when N is set to be 30,
60, and 90 respectively. From these results we can find that
LCVBP and QLRBP obviously outperform other LBP-based
methods in the NUST RWFR and AR databases, and achieve
much better improvements as the image number in the testing
set increases. In these situations, when the top ranking number
r is small, the matching rates of LCVBP and QLRBP are
almost the same. As r increases, the matching rates of QLRBP
are about one or two percents larger than those of LCVBP in

4http://pcalab.njust.edu.cn/
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TABLE IV
TopP RANKED MATCHING RATE (PERCENT) ON ETHZ

ETHZ 1
N =30 N =60
Methods |— —r—— =520 T 7=15 | 7=20 | =25 =1 [ 7=5 [ r=10 | r=15 | =20 | =25
LBP | 62.65 | 7936 | 87.85 | 93.00 | 9624 | 9839 | 59.62 | 74.75 | 8191 | 86.09 | 89.26 | 91.50
RLBP | 3597 | 57.00 | 69.31 | 77.90 | 8645 | 93.73 || 33.05 | 4924 | 58.92 | 65.78 | 70.93 | 75.08
CLBP | 5885 | 77.77 | 87.12 | 92.66 | 9625 | 98.79 || 53.44 | 72.80 | 80.75 | 8539 | 88.48 | 90.84
LLBP | 49.74 | 64.66 | 73.08 | 80.32 | 86.89 | 93.50 || 44.02 | 56.33 | 62.78 | 67.66 | 72.04 | 76.16
ULBP | 6233 | 80.63 | 8824 | 92.82 | 9590 | 98.35 || 59.44 | 75.23 | 82.12 | 8639 | 89.44 | 91.79
LCVBP | 64.85 | 81.52 | 89.45 | 94.64 | 97.87 | 99.57 || 62.30 | 76.64 | 83.12 | 8722 | 90.10 | 92.42
HOG | 64.10 | 79.83 | 87.07 | 91.81 | 9496 | 97.62 || 60.90 | 7624 | 8251 | 8631 | 88.95 | 91.33
Zheng’s | 55.20 | 76.41 | 85.44 | 90.52 | 93.93 | 97.02 || 51.06 | 70.08 | 78.69 | 83.91 | 87.94 | 90.81
QLRBP | 65.63 | 83.57 | 90.91 | 95.65 | 98.16 | 99.44 || 63.60 | 77.79 | 84.25 | 88.22 | 91.01 | 93.21

ETHZ 2 + ETHZ 3
N =30 N =60
Methods |— —r—— =120 T 7=15 | 7=20 | =25 =1 [ =5 [ r=10 | =15 | =20 | =25
IBP | 6684 | 84.13 | 9042 | 93.98 | 97.06 | 99.14 || 60.71 | 77.65 | 8441 | 8823 | 91.07 | 92.99
RLBP | 4857 | 7237 | 83.90 | 90.53 | 94.86 | 98.39 || 37.67 | 60.13 | 72.10 | 7933 | 84.58 | 88.93
CLBP | 58.15 | 80.94 | 90.55 | 95.46 | 98.16 | 99.43 || 48.92 | 68.57 | 78.04 | 8359 | 87.59 | 90.57
LLBP | 51.93 | 67.47 | 77.72 | 85.77 | 91.82 | 96.03 || 45.84 | 59.57 | 65.97 | 71.65 | 76.65 | 81.06
ULBP | 71.11 | 8673 | 9278 | 9597 | 97.99 | 9927 || 63.95 | 80.72 | 86.67 | 89.90 | 92.11 | 93.92
LCVBP | 74.05 | 88.78 | 9429 | 97.08 | 98.86 | 99.74 || 68.66 | 83.44 | 89.70 | 93.12 | 95.17 | 96.42
HOG | 69.55 | 8539 | 91.32 | 9457 | 96.72 | 9853 || 63.01 | 78.93 | 8553 | 89.55 | 92.09 | 94.00
Zheng’s | 63.29 | 84.10 | 90.84 | 94.67 | 97.02 | 99.19 || 54.79 | 76.10 | 83.88 | 88.57 | 91.79 | 94.00
QLRBP | 75.98 | 89.94 | 95.41 | 98.03 | 9931 | 99.69 || 71.03 | 84.87 | 90.54 | 93.56 | 95.41 | 96.69

TABLE V
ToP RANKED MATCHING RATE (PERCENT) ON FACE DATASETS. (a) NUST RWFR FACE DATASET. (b) AR FACE DATASET. (¢c) SCFACE DATASET

(a)

Methods N =30 N =60 N =90
r=1 r=5 | r=10 | r=15 | =20 r=1 r=5 | r=10 | r=15 | r=20 r=1 r=5 | r=10 | r=15 | r=20
LBP 29.64 | 51.74 | 66.59 | 77.61 | 86.12 || 24.01 | 40.78 | 51.86 | 60.20 | 67.07 || 21.85 | 35.97 | 45.02 | 51.75 | 57.18
RLBP |27.03|51.16 | 67.61 | 79.19 | 87.46 || 21.81 | 39.70 | 51.20 | 59.88 | 66.49 || 19.59 | 34.76 | 44.46 | 51.31 | 56.71
CLBP | 27.4150.72 | 65.51 | 75.94 | 84.20 || 20.32 | 37.42 | 48.41 | 57.09 | 63.73 || 18.96 | 33.28 | 42.45 | 49.14 | 54.85
LLBP | 27.06 | 48.26 | 61.68 | 72.54 | 81.74 || 20.54 | 36.05 | 47.51 | 55.04 | 61.55 || 18.87 | 31.46 | 40.10 | 46.59 | 51.73
ULBP | 2591 |47.68 | 61.52|72.50 | 81.17 || 20.02 | 35.62 | 46.49 | 54.03 | 61.07 || 18.25 | 30.55 | 39.05 | 45.48 | 50.90
LCVBP | 32.33 | 55.81 | 70.46 | 79.90 | 87.71 || 26.41 | 44.25 | 55.59 | 63.77 | 70.18 || 25.02 | 40.28 | 49.55 | 56.31 | 61.49
QLRBP | 34.14 | 58.01 | 72.57 | 81.71 | 89.63 || 27.82 | 46.61 | 57.63 | 65.42 | 71.97 || 25.80 | 41.71 | 51.76 | 58.48 | 63.55

(b)
Methods N =30 N =60 N =90
r=1 r=5 | r=10 | r=15 | r=20 r=1 r=5 | r=10 | r=15 | r=20 r=1 r=5 | r=10 | r=15 | r=20

LBP 19.07 | 37.84 | 55.79 | 69.27 | 83.01 || 15.77 | 27.92 | 40.24 | 49.51 | 56.77 || 14.12 | 23.96 | 32.49 | 40.27 | 46.66
RLBP | 16.88 | 35.37 | 53.31 | 66.71 | 80.44 || 14.07 | 25.43 | 36.97 | 45.98 | 53.48 || 12.14 | 21.42 | 30.02 | 37.28 | 43.58
CLBP | 16.64 | 38.88 | 58.76 | 74.97 | 86.21 || 13.05 | 27.05 | 38.61 | 49.01 | 58.38 || 11.01 | 21.98 | 31.25 | 38.88 | 45.52
LLBP | 18.87 | 41.82 | 61.15 | 76.16 | 86.48 || 14.65 | 29.27 | 42.66 | 53.07 | 60.82 || 13.16 | 24.60 | 34.84 | 43.25 | 50.49
ULBP | 19.16 | 42.57 | 61.55 | 75.92 | 86.73 || 15.49 | 29.35 | 42.95 | 52.75 | 60.93 || 13.73 | 24.79 | 35.17 | 43.87 | 50.80
LCVBP | 22.59 | 44.86 | 62.15 | 74.57 | 85.57 || 18.25 | 34.35 | 47.33 | 55.99 | 62.72 || 15.80 | 29.65 | 39.72 | 47.52 | 53.35
QLRBP | 23.49 | 47.47 | 65.37 | 78.00 | 87.60 || 19.05 | 36.43 | 49.67 | 58.55 | 65.56 || 16.52 | 31.10 | 41.57 | 49.73 | 55.69

(©)
Methods N =30 N =60 N =90
r=5 | r=10 | r=15 | r=20 | r=25 r= r=10 | r=15 | r=20 | r=25 r= r=10 | r=15 | r=20 | r=25

LBP 30.93 | 45.33 | 58.51 | 72.93 | 88.36 || 24.41 | 31.98 | 38.29 | 45.23 | 52.22 || 20.76 | 26.87 | 31.44 | 36.32 | 41.16
RLBP |29.49 | 45.67 | 58.64 | 71.76 | 86.96 || 21.08 | 30.41 | 38.89 | 46.46 | 53.07 || 16.65 | 24.53 | 30.76 | 36.67 | 41.57
CLBP | 25.87|40.73 | 55.89 | 71.42 | 86.84 || 18.76 | 26.79 | 35.02 | 42.22 | 49.86 || 14.95 | 20.94 | 26.56 | 31.93 | 36.95
LLBP | 31.71 | 47.76 | 62.13 | 75.84 | 88.57 || 22.72 | 32.26 | 40.43 | 48.01 | 54.53 || 19.68 | 26.78 | 32.57 | 37.99 | 43.51
ULBP | 32.09 | 47.36 | 63.04 | 76.00 | 88.35 || 23.39 | 32.20 | 39.68 | 47.09 | 54.11 || 19.98 | 27.61 | 33.44 | 38.49 | 43.47
LCVBP | 32.53 | 48.97 | 62.51 | 75.84 | 88.84 || 22.47 | 32.62 | 40.78 | 48.71 | 55.66 || 18.04 | 26.34 | 32.76 | 38.46 | 44.20
QLRBP | 34.07 | 49.42 | 63.13 | 76.42 | 89.02 || 23.38 | 33.90 | 42.02 | 49.48 | 56.22 || 18.48 | 27.14 | 33.82 | 39.75 | 45.00

most cases. It is more challenging to extract robust descriptors satisfactory results. QLRBP achieves the best performance
from the SCface database because of the low resolution of in most cases. The results demonstrate the effectiveness and
images. LLBP, ULBP, LCVBP, and QLRBP obtain more superiority of QLRBP.
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The face images of the same person in the experiments
exist large variations in expression, illumination, or pose.
The performance of QLRBP surpasses those of other LBP-
based methods. The reasons lie in following aspects: First,
the use of different reference quaternions make the derived
feature more comprehensive. The CTQ operation between
the QR and reference quaternion reveals the specific color
characteristics of the original image. The three reference
quaternions are able to extract sufficient discriminative features
from the image. Second, QLRBP is an illumination insensitive
descriptor. The features extracted from the gradient domain
have been proved to be robust to illumination changes [58].
QLRBP contains similar operations. For example, |gb’ — bg’|
in Eq. (27) is similar to the gradient calculation. In this way,
the LBP coding is implemented in this color contrast domain.
All these operations ensure that QLRBP is robust to illumina-
tive variations.

VII. CONCLUSION

In this paper, we proposed QLRBP as a local descriptor
of color images. Different from other descriptors, QLRBP
is extracted from the quaternionic representation of a color
image that offers another perspective of the color image.
Several quaternionic operators, like rotation, phase, and
Clifford translation, have been applied to process color
images in the quaternionic domain. Compared with existing
LBP-based methods, QLRBP considers more image charac-
teristics and shows more robustness to different variations.
Person reidentification and face recognition were selected to
evaluate QLRBP. The experimental results demonstrated the
effectiveness of the proposed QLRBP.

We also proposed a new understanding of several existing
LBP-based methods by converting them into a scheme to
determine an ordering relation, and used a ranking function
to describe this relationship. The CTQ was introduced to
derive the ranking function for two quaternions. We further
investigated the properties of CTQ and compared it with
ROQ. The phase of the CTQ image can reveal the relation of
color channels. Our future work will find other quaternionic
operators to design suitable ranking functions and develop
other local descriptors (like SIFT, HOG) in the quaternionic
domain.

APPENDIX
A. Proof of Property 1
Proof: p is a unit quaternion then |p| = 1. Based on the

modulus of the quaternion’s multiplication, we have

ICTQ, (¢, p)I = l¢pl = I411pl = I4l,

ICTQ;(¢. P)| = P4l = 1pllg] = I4].
Therefore, CTQ is an operator with modulus-invariant for a
quaternion. ]

B. Proof of Property 2
Proof: Suppose ¢ = ai + byi + c1j + dik and
P =ax+ bri +c2j + dok (¢ # p), we have

CTQ,(§, p) = §p = a3 + bi + c3j + dsk, €1V
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where a3 = ajap — b1by — cicy — dida, b3 = a1by + brax +
cidy —dicy,c3 = ajca — bidy +crax +diby, dz = ardy +
bicy — c1by 4+ dyay. Similarly, it has

CTQ(g, p) = Pg £ as + bai + caj + dak,

where a4 = aya; — baby — cyc1 — dody, by = arby + bray +
c2dy — dacy,ca = azer — bady 4 c2a1 + doby,ds = axd) +
byc1 — cyby + dhay.

It is not difficult to see a3 = a4, but by # bg,c3 # c4,
d3 # dy. Therefore, CTQ, (g, p) # CTQ,(g, p) but their real
parts are the same.

Based on Property 1 and the modulus of a quaternion, we
can obtain

(32)

by +c3+di =bi +ci+dj. (33)
According to the phase definition,
p b3 +c3 +d3
CTQ,(¢,p) = T,
b3 +c2 +d?
9 ) = —
CTQ,(4.p) aa
From above equations, we can find that Ocrq,(g,5) =
Octq, (3, p) using a3 = a4 and Eq. (33). -

C. Proof of Property 3
Proof: According to the definitions of ROQ and CTQ, we
have
CTQ,(CTQ(g. p), p*) = CTQ,(pq, p*)
= pgp* =ROQ(q, p),
CTQ(CTQ, (4, p*), p) = CTQ(¢p", P)
= pqp* =ROQ(q, p).
Therefore, ROQ can be implemented using CTQ. [ ]

D. Proof of Property 4

Proof: Suppose g = bji+c1j+dik and p = byi+cpj+
drk (g # p), we have

CTQ,(¢, p) = 4p £ a3 + bsi + c3j + dsk, (34)
where a3 = —biby — cico — didy, b3 = c1dy — dicy,
¢3 = —bidy +diby,d3 = bicy — c1b.

Similarly,

CTQ;(q, p) = PG = ag + bai + c4j + dsk, (35)
where ay = —byby — cocy — doadi, by = cody — dycy,
c4 = —bydy + daby,ds = bacy — cpby. We can find that

az = as, and b3i 4+ c3j + dsk = —(bai + caj + dsk).
Thus, CTQ,(q, p) = CTQ;(¢, p)*. u

E. Proof of Property 5

Proof: The notations used in the proof of Property 4
are considered here. From Eqgs. (34) and (35), we know that:

az = a4, b3 = —bs,c3 = —caq, and d3 = —d4. Combining
these results with the definition of the weighted L phase, we
can derive the desired result. [ ]
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